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Abstract

We develop a data set of Malay lexemes la-
belled with count classifiers, that are attested
in raw or lemmatised corpora. A maximum
entropy classifier based on simple, language-
inspecific features generated from context to-
kens achieves about 50% F-score, or about
65% precision when a suite of binary classi-
fiers is built to aid multi-class prediction of
headword nouns. Surprisingly, numeric fea-
tures are not observed to aid classification.
This system represents a useful step for semi-
supervised lexicography across a range of lan-
guages.

1 Introduction

This work examines deep lexical acquisition (DLA)
of count classifiers in Malay.1 DLA is the process of
(semi-)automatically learning linguistic structures
for use in linguistically-rich language resources such
as precision grammars or wordnets (Baldwin, 2007).
Malay is a significant target for DLA in that rela-
tively few NLP resources have been developed for
it.2

In many languages — notably many South-East
and East Asian languages — numbers cannot gener-
ally modify nouns. Instead, they modify count clas-
sifiers3 which tend to occur as a genitive modifier

1The language is called by a number of names, including
bahasa Malayu, bahasa Malaysia, the Malaysian language, and
Standard Malay. We simply use Malay, to agree with the Eth-
nologue (Gordon, 2005).

2Although some research has been done on bahasa Indone-
sia (henceforth Indonesian), another Malayan language with
which Malay is (somewhat) mutually intelligible.

3This paper focuses specifically on sortal classifiers. See

or in apposition to the noun. In (1) below, biji is an
example of a Malay count classifier (CL), premod-
ified by the numeral tiga “three”; similarly for the
Japanese in (2):4

(1) tiga
three

biji
CL

pisang
banana

“three bananas”

(2) saN
three

boN
CL

no
GEN

banana
banana

“three bananas”

The closest English analogue to count classifiers is
measure nouns (Flickinger and Bond, 2003), like
loaf in 3 loaves of bread (compare 3 breads, which
has markedly different semantics). Measure nouns
cannot be used to count countable nouns in English,
however (e.g. ∗3 loaves of roll).

Syntactically, count classifiers are nouns which
occur with a (usually numeric) specifier, and are
used to quantify uncountable nouns. In languages
such as Malay, most nouns are uncountable and
numeral–classifier combinations must be used to
enumerate instances of a given noun (c.f. ∗tiga
pisang; this is not true of the nouns that are clas-
sifiers themselves, like orang “person” or buah
“fruit”, e.g. tiga orang “three people”). Semanti-
cally, count classifiers select for objects of particular
semantics, commonly determined by a conceptual
class (e.g. HUMAN or BIRD) or the relative dimen-
sions of the object (e.g. LONG-AND-THIN or FLAT).

Paik and Bond (2001) for discussion of other types of count
classifiers, namely event, mensural, group and taxonomic.

4In the Japanese example, the genitive (GEN) linker is re-
quired to connect the numeral–classifier combination with the
noun in a single noun phrase.



In the case of Malay, e.g., biji is the count classi-
fier for FRUIT, while orang is the count classifier for
HUMAN:

(3) empat
four

orang
CL

raja
king

“four kings”

(4) #empat
four

biji
CL

raja
king

“four kings” (intended)

There are over 50 such count classifiers in Malay,
each with differing semantic restrictions.

Count classifiers are highly significant in lan-
guages such as Malay when generating text, because
a noun specified with an incorrect classifier can lead
to unintended or infelicitous readings (c.f. #empat
biji raja above), or highly marked language. Other
languages, like Thai, require classifiers not only for
specification but also stative verb modification. Ad-
ditionally, the choice of classifier can help disam-
biguate noun sense, either for unknown nouns or
for known ambiguous nouns. In order to generate
correctly or use count classifiers as a source of dis-
ambiguation, however, we require a large-coverage
noun lexicon with information on classifier compati-
bility. The objective of this paper is to automatically
generate such a lexicon for Malay. As far as we are
aware, this is the first such attempt for Malay.

The proposed approach to learning the classifier
preferences for Malay nouns is to represent nouns
via their distributional context, i.e. the tokens they
commonly co-occur with in corpus data within a
fixed context window. We model distributional
context in a standard supervised learning frame-
work, generalising from training examples to clas-
sify novel nouns. In this, we experiment with dif-
ferent distributional representations (words vs. lem-
mas, and different n-gram orders), and compare our
proposed system to a system based on direct anal-
ysis of noun co-occurrence with different numeral–
classifier combinations.

This research forms part of a broader project on
the general applicability of DLA across a range of
word learning tasks. As such, we propose a model
that is as language-inspecific as possible, making
only the bare minimum assumptions about Malay
such as the fact that a modifier tends to occur within

a few tokens of its head. As a result, we expect that
the observed results will scale to other languages
with count classifier systems such as Japanese, Chi-
nese, or Thai. The major difference in porting the
method to other languages would be access to var-
ious lexical resources — for example, lexical ac-
quisition would be quite difficult for these three
languages without a tokeniser — where available
parsers or ontologies might capture syntactic or se-
mantic similarities much more easily than surface
cues.

As far as we are aware, this paper presents the first
ever results for count classifier-based classification
of Malay nouns.

2 Background

2.1 NLP for Malay
As the basis of our evaluation, we use the KAMI
Malay–English translation dictionary (Quah et al.,
2001). Although primarily a translation dictionary,
with translations of Malay headwords into both En-
glish and Chinese, KAMI contains syntactic infor-
mation and semantics in terms of a large ontology.
Of the total of around 90K lexical entries in KAMI,
we make use of around 19K nominal lexical entries
which are annotated for headword, lemma and POS
tag when specified, and count classifier.

As a corpus of Malay text, we use the 1.2M-token
web document collection described in Baldwin and
Awab (2006).5 The corpus has been sentence- and
word-tokenised, and additionally lemmatised based
on a hand-crafted set of inflectional and deriva-
tional morphology rules for Malay, developed using
KAMI and an electronic version of a standard Malay
dictionary (Taharin, 1996).

While little NLP has been performed for Malay,
Indonesian has seen some interesting work in the
past few years. Adriani et al. (2007) examined
stemming Indonesian, somewhat overlapping with
Baldwin and Awab above, evaluating on the infor-
mation retrieval testbed from Asian et al. (2004).
Recently, a probabilistic parser of Indonesian has
been developed, as discussed in Gusmita and Manu-

5An alternative corpus of Malay would have been the Dewan
Bahasa & Pustaka Corpus, with about 114M word tokens. As
it is not readily accessible, however, we were unable to use it in
this research.



rung (2008), and used for information extraction and
question answering (Larasati and Manurung, 2007).

2.2 Count Classifiers
Shirai et al. (2008) discuss the theory and difficulties
associated with automatically developing a broad
taxonomy of count classifiers suitable for three lan-
guages: Chinese, Japanese, and Thai. They find
that relatively high agreement between Chinese and
Japanese, but Thai remains resistant to a universal
hierarchy of count classes.

Otherwise, work on count classifiers has mostly
focussed on a single language at a time, primarily
Japanese. Bond and Paik (1997) consider the lexical
implications of the typology of kind and shape clas-
sifiers, and propose a hierarchy for Japanese classi-
fiers that they extend to Korean classifiers. Bond and
Paik (2000) examine using the semantic class of a
Japanese noun from an ontology to predict its count
classifier, and Paik and Bond (2001) extend this
strategy to include both Japanese and Korean. Fi-
nally, Sornlertlamvanich et al. (1994) propose their
own typology for classifiers within Thai, and an au-
tomatic method to predict these using corpus evi-
dence.

As for comparable structures in English,
Flickinger and Bond (2003) analyse measure nouns
within a Head-Driven Phrase Structure Grammar
framework. Countability, which is a salient feature
of nouns in English, undergoes many of the same
structural syntax and semantic preferences as count
classifiers. Baldwin and Bond (2003) motivate and
examine a variety of surface cues in English that can
be used to predict typewise countability of a given
noun. Taking a mapped cross-lingual ontology, van
der Beek and Baldwin (2004) use the relatedness
of Dutch and English to cross-lingually predict
countability, and observe comparable performance
to monolingual prediction.

3 Methodology

3.1 Data Set
First, we constructed a data set based on the re-
sources available. As we chose to approach the task
in a supervised learning framework, we required a
set of labelled exemplars in order to train and test
our classifiers.

To obtain this, we first extracted the approxi-
mately 19K noun entries from KAMI (Quah et al.,
2001) for which at least one count classifier was at-
tested. For each of these, we recorded a wordform
and a lemma. The wordform was extracted directly
from the lexical entry, and included both simplex
words and multiword expressions. The lemma also
came directly from the lexical entry where a lemma
was provided, and in instances where no lemma was
found in KAMI, we used a case-folded version of the
headword as the lemma. We looked up each noun in
the corpus based on the wordform in the original text
data, and also the lemma in the lemmatised version
of the corpus.

The gold-standard data set was generated from
those lexical entries for which we were able to find at
least one instance of the wordform in the raw corpus
or at least one instance of the lemma in the lemma-
tised corpus. This resulted in a total of 3935 unique
nouns. The total number of number classifiers at-
tested across all the nouns was 51.

We also generated three reduced data sets, by:
(1) excluding proper nouns, based either on the
POS tag in KAMI or in the case that no POS
was found, the capitalisation of the headword (3767
unique nouns); (2) excluding multiword expressions
(MWEs: Sag et al. (2002)), as defined by the oc-
currence of whitespace in the headword (e.g. abang
ipar “brother-in-law”; 2938 unique nouns); and
(3) excluding both proper nouns and MWEs (2795
unique nouns). The underlying assumption was
that proper nouns and MWEs tend to have obfusca-
tory syntax or semantics which could make the task
more difficult; it would seem that proper nouns and
MWEs should be handled using a dedicated mech-
anism (e.g. choosing the head of a compound noun
from which to select a classifier).

3.2 Features
For each exemplar within the gold-standard data set,
we developed a feature vector based on instances
from the corpus. To limit the language specificity
of the feature set, we built features by considering a
context window of four tokens to the left and right
for each corpus instance. The rationale for this is
that while numerous languages permit free global
word order, local word order (say, of an NP) tends
to be more rigid. Windows of sizes less than four



tended to reduce performance slightly; larger win-
dows were not observed to significantly change per-
formance.

For each instance of the wordform (i.e. the head-
word or headwords of a lexical entry from KAMI) in
the raw corpus, we generated a feature vector of each
of the (up to) four preceding and (up to) four follow-
ing wordform tokens within the boundaries of the
sentence the wordform occurred in. We additionally
index each context wordform by its relative position
to the target word. The same was done with the
lemma of the target word, using the lemmatised cor-
pus instead of the raw corpus. Consequently, there
were numerous mismatches where a context win-
dow appeared in the wordform features and not the
lemma features (e.g. if a morphologically-derived
wordform was not listed in KAMI with its lemma),
or vice versa. The combined feature vector for a
given noun instance was formed by concatenating
all of the context window features, as well as the tar-
get word wordform and lemma.

One possible extension that we chose not to fol-
low on the grounds of language specificity is the use
of morphological features. Malay has a number of
prefixes, suffixes, and circumfixes which could pro-
vide information for selecting a classifiers. Specifi-
cally, the agentive prefix me- could be indicative of
the orang class.

3.3 Classifiers
To build our classifiers, we used a maximum-
entropy learner.6 It is not uncommon for a noun
to be listed with multiple classifiers in KAMI, such
that we need a classifier architecture which supports
multi-class classification. We experimented with
two modes of classification: a monolithic classifier,
and a suite of binary classifiers.

For the monolithic classifier, we adopt the equiv-
alent of a first-sense classifier in word sense dis-
ambiguation terms, that is we label each training
instance with only the first count classifier listed
in KAMI. The underlying assumption here is that
the first-listed count classifier is the default for that
noun, and thus likely to have the best fit with the dis-
tributional model of that noun. As such, out of all the

6We used the OpenNLP implementation available at
http://www.sourceforge.net/projects/maxent/.

possible count classifiers, we expect to have the best
chance of correctly predicting the first-listed clas-
sifier, and also expect it to provide the best-quality
training data. When we restrict the set of annotations
to only the first-listed classifiers, we reduce the set of
possible classes to 42, out of which 10 are singletons
and therefore never going to be correctly classified.
In evaluating the monolithic classifier, we calculate
precision and recall across the full set of actual count
classifiers listed in KAMI (i.e. not just the first-listed
count classifier).

For the suite of binary classifiers, we construct a
single classifier for each of the 51 classes (of which
16 are singleton classes, and hence disregarded). For
a given classifier, we categorised each exemplar ac-
cording to whether the particular class is an accept-
able count classifier for the headword according to
KAMI. In testing, the classifier posits an affirmative
class assignment when the posterior probability of
the exemplar being a member of that class is greater
than that of it not being a member. This mode of
classification allows multi-classification more easily
than that of the monolithic classifier, where multi-
classes are too sparse to be meaningful. Evaluation
of the suite is in terms of precision and recall aver-
aged across the entire set of classifiers.

When selecting the training and test splits, we use
10-fold stratified cross-validation. Briefly, we sep-
arate the entire data set into 10 distinct partitions
which each have generally the same class distribu-
tion as the entire data set. Each of the 10 parti-
tions is used as a test set, with the other 9 as training
partitions, and the results are micro-averaged across
the 10 test sets. This evaluation strategy is used for
both the monolithic classifier and the binary suite.
10-fold stratified cross-validation has been variously
shown to tend to have less bias and variance than
other hold-out methods, thereby giving a better indi-
cation of performance on unseen data.

4 Results

4.1 Comparison of Feature Sets
First, we examined the use of wordform features,
lemma features and the combination of the two. We
contrast the precision (P), recall (R), and F-score
Fβ=1 = 2PR

P+R for the monolithic classifier (Mono)
and the suite of binary classifiers (Suite) across the



Mono Suite
Token LEs n-gram Numb P R F P R F

Baseline All 43.8 41.5 42.6 43.8 41.5 42.6
Baseline −PN −MWE 42.4 39.3 40.8 42.4 39.3 40.8

W All 1 No 48.3 45.2 46.7 76.4 33.7 46.8
L All 1 No 49.7 47.0 48.3 61.0 38.3 47.1

W+L All 1 No 57.6 54.7 56.1 69.3 42.3 52.5
−PN 1 No 55.7 52.6 54.1 71.4 41.5 52.5

−MWE 1 No 53.3 49.6 51.4 64.3 40.6 49.8
−PN −MWE 1 No 51.8 47.9 49.8 65.6 38.3 48.4

1+2 No 50.2 45.8 47.9 63.2 37.4 47.0
1 Yes 52.1 48.3 50.1 65.7 38.2 48.3

1+2 Yes 50.3 45.9 48.0 63.2 37.4 47.0

Table 1: Evaluation (in %) of the monolithic classifier (Mono) and suite of binary classifiers (Suite) in terms of preci-
sion (P), recall (R), and F-score (F). The majority class baseline is also presented. (The Token set is one of wordform
feature set (W), lemma feature set (L), and the combined set (W+L); the lexical entries (LEs) under consideration were
the entire set (All), or all except proper nouns (−PN), or all except MWEs (−MWE), or all except proper nouns or
MWEs (−PN −MWE); the n-grams are either unigrams (1) or mixed unigrams and bigrams (1+2); and a given model
optionally makes use of number folding (Numb)).

three feature sets: wordform features only (W),
lemma features only (L), and both wordform and
lemma features (W+L). The results are summarised
under the Token heading in Table 1.

The F-score of the monolithic classifier and suite
of binary classifiers increases from wordform fea-
tures, to lemma features, to both. One reason for
this is that there are simply more lemma features
than wordform features (140 to 30 windows on av-
erage, for a given instance). This is particularly
evident when we consider that the lemma features
have higher recall but lower precision than the word-
form features over the suite. We find that the word-
form features are generally more accurate, allow-
ing the classifier to tend to classify fewer instances
with greater confidence, while noise gets introduced
to the lemma feature classifier caused by folding
derivational morphology in the lemmatised corpus.
For example, features for kemudi “to drive” and
mengemudi “driving” will be erroneously generated
when considering pengemudi “driver” because they
share a lemma, and verbal context usually does not
reliably indicate the count classifier of the noun.

Despite the overgeneration caused by the lemma
features, the combination of the wordform and
lemma features leads to the classifier with the best
F-score. The same holds true for our later experi-

ments, so we only report results on the combination
of feature sets below.

In addition to providing direct insight into the
optimal feature representation for count classifier
learning, these results represent the first extrinsic
evaluation of the Baldwin and Awab Malay lemma-
tiser, and suggest that lemmatiser is working effec-
tively.

4.2 Comparison of Data Sets
Next, we contrasted excluding the proper noun and
MWE lexical entries from KAMI. We generated
four data sets: with both proper noun and MWE
entries (All), with proper nouns but without MWE
(−MWE), without proper nouns but with MWE en-
tries (−PN), and without proper noun or MWE en-
tries (−PN −MWE). The precision, recall, and F-
score for wordform and lemma features are shown
in Table 1, under the LEs heading.

Removing either proper noun or MWE entries
caused the F-score to drop. The effects are some-
what more subtle when considering the precision–
recall trade-off for the suite of classifiers.

Excluding proper noun entries from the data set
causes the precision of the suite of classifiers to rise,
but the recall to fall. This indicates that the removed
entries could be classified with high recall but low



precision. Examining the proper noun entries from
KAMI, we notice that most of them tend to be of the
class orang (the person counter, as other semantic
classes of proper noun do not tend to be counted:
consider ?four New Zealands in English) — this is
the majority class for the entire data set. Removing
majority class items tend to lower the baseline and
make the task more difficult.

Excluding MWE entries from the data set causes
both the precision and the recall of the suite to drop.
This indicates that the removed entries could be clas-
sified with high precision and high recall, suggest-
ing that they are generally compositional (e.g. lap
dog would take the semantics of its head dog and
is hence compositional, while hot dog is not). In
KAMI, MWEs are often listed with the lemma of
the semantic head; if the simplex head is an entry in
the training data, then it becomes trivial to classify
compositional MWEs without considering the noisy
context features.

So, contrary to our intuition, proper nouns and
MWEs tend to be easier to classify than the rest of
the data set as a whole. This may not be true for
other tasks, or even the general case of this task on
unseen data, but the way we generate the data set
from KAMI could tend to overestimate our results
from these classes of lexeme. Consequently, we only
describe results on the data set without proper nouns
or MWEs below, to give a more conservative esti-
mate of system performance.

4.3 Monolithic vs. Suite Classification
We consider the baseline for the task to be that of
the majority class: orang. It corresponds to 1185
out of 2795 total unique headwords in the restricted
data set from KAMI: baseline precision is 42.4%, re-
call is 39.3% when multiple headword–class assign-
ments are considered. In Table 1 we present both
the baseline performance over all lexical entries, and
that over all lexical entries other than proper nouns
and MWEs. Note that the baseline is independent
of the classifier architecture (monolithic or binary
suite), but duplicated across the two columns for
ease of numerical comparison.

Both the monolithic classifier and suite signifi-
cantly outperform the baseline in terms of F-score,
the monolithic somewhat more so (χ2 < 0.1, P <
1). Notably, orang entries made up about 40% of

the data set, and the generic (i.e. the most semanti-
cally inspecific) count classifier buah made up about
another 30% of the lexemes. It seemed that, since
the 70% of the dataset covered by these two classes
was greater than our performance, a classifier which
could reliably distinguish between these two classes
— while ignoring the other 49 classes — could have
commensurately higher performance. (In effect, this
would require distinguishing between persons for
orang and things for buah, semantically speaking.)
While the performance of that two-class system was
greater for those classes under consideration, overall
performance was slightly worse.

The suite of classifiers generally had higher preci-
sion and lower recall than the monolithic classifier.
This indicates that the suite tended to make fewer
positive assignments, but was more accurate when it
did so. While the monolithic classifier was forced
to make a classifier decision for every instance, the
suite of classifiers tended to be conservative in clas-
sification, and consequently ended up with numer-
ous headwords for which it did not predict a count
classifier at all. This is particularly unsurprising
when we consider that the prior probability for every
category was less than 50%, so the default maximum
likelihood is to define no headword as belonging to
a given class.

4.4 Number features
As a further experiment, we examined the set of
context windows where one of the tokens was nu-
meric. It seems reasonable for a lexicographer to
have defined the extent of numeric tokens ahead of
time, given a moderately large corpus; numerals are
of particular importance to the selection of a count
classifier, in that they indicate the preference of how
a given countable noun is counted.

We list the possible word-based numeral tokens
below, which we combine with a numeric regular
expression. Compound number formation is similar
to English, and tokens beneath sembilan “nine” in
the table are usually prefixed by se- as a replacement
for a satu premodifier. (For example, sebelas instead
of satu belas for “eleven”.)

We attempted to classify after folding all tokens
of this nature into a single “numeric” feature (Numb
in Table 1), thereby allowing different numbers to
be directly compared. The net effect was to raise



Token Description
satu “one”
dua “two”
tiga “three”
empat “four”
lima “five”
enam “six”
tujuh “seven”
lapan “eight”
sembilan “nine”
belas “-teen”
puluh “ten”
ratus “hundred”
ribu “thousand”
juta “million”
bilion “billion”
trilion “trillion”

Table 2: Numbers in Malay, with English glosses.

the F-score of the monolithic classifier from 49.8%
to 50.1%, and to lower the F-score of the suite of
classifiers from 48.4% to 48.3%. Neither of these
results are significantly different.

We also considered using a strategy more akin to
what a human might go through in attempting to cat-
egorise nouns, in looking for all direct attestations of
a given noun in the immediate context of a number
expression, excluding all other lexical contexts (ide-
ally being left with only contexts of the type “num-
ber CL noun”, like tiga biji pisang above). How-
ever, the net effect was to remove most context win-
dows, leaving numerous exemplars which could not
be classified at all. Predictably, this led to an in-
crease in precision but large drop in recall, the net
effect of which was a drop in F-score. Folding nu-
meric features here only improved the F-score by a
few tenths of a percent.

Folding the numeric features turned out not to
be valuable, as the fact that a given noun has nu-
merals in its context is not a strong indicator of a
certain type of count classifier, and all training ex-
amples were given an approximately equal benefit.
Instead, we considered bi-word features, hoping to
capture contexts of the type tiga biji “three CL”,

which seem to be a better indication of count classi-
fier preference. A comparison of uni-word features
and the combination of uni-word and bi-word fea-
tures is shown in Table 1 under the n-gram heading.

The net effect of adding bi-word features is to re-
duce performance by one or two percent. One pos-
sible reason for this is the addition of many features:
a context half-window of four tokens generates six
more bi-word features.

Once more, excluding context windows without
a numeral expression feature causes performance to
drop drastically to 32.6% and 37.6% F-score for the
monolithic classifier and suite, respectively. Fold-
ing numeric expression features again only changes
figures by about one-tenth of one percent.

5 Discussion

We achieved about 50% F-score when attempting
to predict the count classifiers of simplex common
nouns in Malay. Although getting every second pre-
diction incorrect seems untenable for automatic cre-
ation of a reliable lexical resource, we can see a sys-
tem such as this being useful as a part of a semi-
automatic system, for example, by providing high-
confidence predictions of missing lexical entries to
be judged by a human lexicographer. The precision
of the suite of classifiers seems promising for this,
having an error rate of about one in three predic-
tions.

To our knowledge, there are no studies of Malay
count classifiers to which we can directly compare
these results. One possibility is to extend the work
to Indonesian count classifiers — the mutual intel-
ligibility and similar syntax seem amenable to this.
However, it seems that there is a systematic diver-
gence between count classifiers in these two lan-
guages: they are optional in many cases in Indone-
sian where they are not in Malay, and some counters
do not map across well (e.g. bilah, the counter for
knives and other long, thin objects, is not a count
classifier in Indonesian). On the other hand, our ap-
proach does not rely on any features of Malay, and
we expect that it would pick up surface cues equally
well in Indonesian to achieve similar performance.
The use of parsers like that of Gusmita and Manu-
rung (2008) could provide further benefits.

When examining the feature sets we used, we



discovered that features generated on the wordform
level tended to be higher precision than features gen-
erated from the lemmatised corpus. One reason for
this is that regular inflectional or derivational mor-
phology is stripped to give numerous misleading
contexts in the corpus. Consequently, we expect that
some entries in the data set are added erroneously:
where the wordform is not attested in the raw corpus
and all of the instances of the lemma in the lemma-
tised corpus correspond to verbal or other derived
forms. Given that almost a third of the data, or 945
lexemes, had no wordform instances, we might be
underestimating our recall to some extent. With the
aid of a POS tagger, we could condition the lemma
windows in the feature set on a nominal POS for the
candidate, and we would expect precision for these
features to increase.

We observed that proper nouns and MWEs were
less difficult to classify than the data set as a whole.
Countable proper nouns tend to be people (e.g. Aus-
tralians in English), and take orang as a counter,
so for a given proper noun, we expect that the
countable–uncountable cline to be the only hurdle
to choosing the appropriate count classifier. MWEs
tend to be compositional and hence share their class
with their head, and an independent strategy for de-
termining the head of the expression could transform
such an entry into an easier simplex one.

The monolithic classifier, to choose between the
entire set of 35 or so classes (after removing single-
ton classes), had a better F-score than the suite of
binary classifiers, which predicted the suitability of
a given count classifier one class at a time. However,
the suite tended to be more conservative in its clas-
sifications, and had greater precision than the mono-
lithic classifier. While high recall is useful in many
circumstances, we feel that precision is more impor-
tant as part of a pipeline with a lexicographer mak-
ing gold-standard judgements. This trade-off makes
combination of the two systems seem promising.
One way could be to classify a given headword using
both systems, and vote for the preferred class. Confi-
dence of the classification, as given by the posterior
probability of the maximum entropy model, could
be taken into account. A two-tiered system could
also be used, where the suite could be used to predict
a high-precision class, and then the monolithic clas-
sifier could force a prediction for the entries where

no classes at all were assigned by the suite. That
case, where no classes are assigned, is particularly
problematic with generation, for example, and other
circumstances when a decision is required.7

Numeric features, we discovered, were only the-
oretically useful for bi-word contexts. Even then,
we discerned little benefit when tailoring the feature
vector to them. One possibility was that there was
too much noise amongst the bigram features for the
classifier to reliably use them as context. We feel,
however, that restricting oneself to the syntax of nu-
meral count expressions oversimplifies the problem
somewhat. Since the preferred count classifier for
a given noun tends to describe some underlying se-
mantic property, the distributional hypothesis con-
tends that surface cues from all contexts provide ev-
idence. Our data agrees with this to some extent.

6 Conclusion

We developed a data set of labelled lexemes in
Malay corresponding to headwords and count clas-
sifiers which were attested in a raw or lemmatised
corpus. A maximum entropy classifier based on fea-
tures generated from context tokens achieved about
50% F-score in prediction, and about 65% precision
when a suite of binary classifiers was used. We en-
visage such a system to be a useful part of semi-
automatic lexicography over a range of languages.
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